situating “explainability”

making sense of data-driven assemblages
In organizational context

Christine T. Wolf
IBM Research, Almaden

ctwolf@us.ibm.com

WAIM Conference — NYC, August 14-15, 2019




' TE /S
B ,//!' 7

/i , |
€he New Pork Times Magazine

FEATURE

Can AL Be Taught
to Explain Itself?

As machine learning becomes more powerful, the field’s
researchers increasingly find themselves unable to
account for what their algorithms know — or how they
know it.
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DARPA’s Explainable Al (XAl) Programl

Today

Training
Data

Machine
Learning
Process

Learned
Function

Decisionor
Recommendation

* Why did you do that?

* Why not something else?
* Whendo you succeed?

* Whendo you fail?

* Whencan | trust you?

* How do | correct an erroc?

XAl

Training
Data

New
Machine
Learning
Process

n Explainable
Model

Explanation
Interface

User

* | uncerstand why

* | understand why not

* | know when you succeed
* | know when you fail

« | know when to trust you

* | know why you erred
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DARPA’s Explainable Al (XAl) Program

Today
x » Why did you do that?
Machine Decisionor L * Why not something else?
Training S Learned Recommendation « When do you succeed?
-+ Leaming [ A . ou fail?
Data Function . When do you fail?
Process « Whencan
* Howdol ¢

what about teams and groups? - .
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XAl

. + | understand why /
New « | understand why not
Training | | Machine | Explainable | Explanation « 1 know when you succeed

Data Learning Model Interface * 1 know when you fail
Process « | know when to trust you

* | know why you erred

User j

what about
organizational context?
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study domain/context

findings:takeaways
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key themes: “explainability” ....of what?

algorithm

system actions
making sense of “accuracy” and other technical measures

interactivity | { algorithm + n algorithms } in interface

ability to identify and understand impact of user actions on system outputs

{ algorithm + algorithms } in interface in workflow




some conclusions...

‘explainability’ is complex and situated

renews ’old’ debates on CSCW system design

context matters... still (and more than ever)







