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situating “explainability”

making sense of data-driven assemblages
in organizational context
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what about teams and groups?

what about 
organizational context?
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system actions

interactivity

established processes

making sense of “accuracy” and other technical measures

ability to identify and understand impact of user actions on system outputs

integration with existing processes

algorithm

{ algorithm +  n algorithms } in interface

{ algorithm + algorithms } in interface in workflow

key themes: “explainability” ….of what?



some conclusions…

renews ’old’ debates on CSCW system design

context matters… still (and more than ever)

‘explainability’ is complex and situated




